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Abstract—Dummy filling is widely applied to significantly improve the
planarity of topographic patterns for the chemical mechanical polishing
process in VLSI manufactures. The main challenge of dummy filling is
balancing multiple objectives, such as fill amounts, planarity, parasitic
capacitance, etc. An obvious drawback of traditional rule-based dummy
filling methods is pattern densities, instead of post-chemical mechanical
polishing (CMP) topographies, being included in optimization objec-
tives. Although the quality of post-CMP topography strongly depends
on pattern features of layouts, especially the density uniformity, however,
experimental results show that chip surface variations are not exactly the
same as density variations. In this article, a unified dummy fill insertion
optimization framework is proposed, integrated with the multiple start-
ing points-sequential quadratic programming (MSP-SQP) optimization
solver, where all objectives are considered without approximation. Inside
this framework, a full-chip CMP simulator is first integrated to evaluate
the planarity of the chip surface. By selecting the initial points smartly
with heuristic prior knowledge, the proposed method can be effectively
accelerated. The effectiveness of the proposed algorithm is verified with
the average 25.8% improvement of quality compared with rule-based
methods.

Index Terms—Chemical mechanical polishing (CMP), design
for manufacture, dummy fill insertion, sequential quadratic
programming (SQP).

I. INTRODUCTION

Chemical mechanical polishing (CMP) is widely applied to layout
planarization in integrated circuit fabrication. The quality of post-
CMP topography strongly depends on pattern features of layout,
especially the pattern density uniformity [1]. Dummy fill insertion is
generally processed to improve layout pattern density uniformity for
CMP. However, dummy fill insertion could induce additional parasitic
capacitance and deteriorate the circuit performance [2].

To balance the planarization and performance degradation, dummy
filling algorithms need to consider amount, capacitance, and density
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constraints simultaneously [3]. Determining the amount is termed
dummy synthesis [4], while determining the locations and shapes of
dummies termed dummy insertion [3], [5]–[8].

Methods for dummy synthesis can be roughly classified into two
categories: 1) rule-based and 2) model-based. Most research works
are based on prior knowledge of the CMP process, termed rule,
for example, density variation, density gradient, etc. Rare works are
based on CMP models because calibrated full-chip CMP simulators
are complicated and expensive.

Rule-based dummy filling synthesis was first formulated as a
linear programming (LP) problem [9] to balance density variation
and fill amount. Covering LP (CLP) was proposed to improve effi-
ciency [10]. Then overlay area was considered for estimating dummy
capacitance [11], which was formulated as integer LP (ILP) [12].

In 2014, ICCAD launched a dummy fill contest [4], where
multiple metrics, including fill amount, overlay, density variation,
line deviation, and outliers, are considered and balanced to formu-
late the quality of dummy fills. Several methods have been proposed
based on this benchmark. An LP-based algorithm considering lay-
out planarity and fill amount was proposed in [13]. An improved
ILP algorithm considering all objectives and gradient minimization
constraints was proposed in [14] and [15]. We proposed a uni-
fied dummy filling framework, but only verified by the rule-based
benchmarks [16].

However, rule-based approaches for dummy insertion have an
intrinsic drawback that density related rules can be thought as a coarse
emulation of CMP models. It is hard to describe the complex behav-
iors of a full-chip CMP simulator in rules. Therefore, the results of
rule-based methods, even based on ICCAD 2014 benchmarks, remain
dubious.

Instead, model-based methods can utilize the electro-chemical plat-
ing (ECP) and CMP models to avoid the incompleteness of rules.
Tian et al. [9] proposed the model-based dummy fill placement
algorithm using a two-step procedure of global density assignment
followed by a local insertion, which achieved excellent results for
post-CMP ILD topography reduction. Sinha et al. [17] proposed a
novel ECP model-based metal filling method to improve chip sur-
face uniformity, which significantly reduced the height variation of
chip surface and amount of dummies. Chen et al. [18] compared
rule- and model-based dummy filling methods, and concluded that
the model-based method is not better. However, [18] used the ana-
lytical models and applied only for CMP hot-spots. Therefore, their
conclusion is conditional on their methods and experiments.

The key step of this article is that model-based methods should
NOT lie on semiempirical or analytical ECP/CMP models for effi-
ciency consideration, as most model-based works have done. The
calibrated full-chip CMP simulators will provide better quality in
dummy filling, with the affordable tradeoff of speed loss. Since the
quality of dummy filling determines the post-CMP topography and
directly affects the chip yields, it is worthwhile to spend more CPU
resources on improving the filling quality.
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Fig. 1. Interface of a full-chip CMP simulator.

Fig. 2. Framework of a full-chip CMP simulator.

In this article, a novel and unified dummy fill insertion framework
based on multistarting points and sequential quadratic programming
(MSP-SQP) [19] is proposed, where both rule- and model-based
methods can be applied. The objectives of the latter are hard to be
simplified. Meanwhile, a full-chip CMP simulator, while not simpli-
fied closed-form CMP models, is first integrated into the proposed
dummy filling framework. The sequential quadratic programming
(SQP) solver, along with prior knowledge-based starting point gen-
eration methods, is applied to obtain the optimized solution. The
experimental results show an average 25.8% improvement in quality
compared with rule-based methods.

The remainder of this article is organized as follows. Section II
presents the framework of the full-chip CMP simulator. Section III
gives the details of the model-based flow of the proposed unified
dummy filling framework. Section IV gives the experimental results
and Section V concludes this article.

II. REVIEW OF FULL-CHIP CMP SIMULATOR

A typical interface of a full-chip CMP simulator is illustrated in
Fig. 1, where the input is a full-chip layout, and the outputs are the
predictive dishing, erosion, and average height profile of the chip
surface at post-CMP.

Generally, the framework of a full-chip CMP simulator includes
four steps as follows in Fig. 2.

1) Divide the whole chip into uniform grids and compute the
envelope heights of the grids [20].

2) Apply contact mechanics and/or fluid mechanics to solve the
partial differential equations (PDEs) among polishing pad,

Fig. 3. Framework of dummy filling algorithm.

chip surface, slurry, and particles inside slurry, and obtain the
average pressure of each grid [21].

3) In each grid, apply the density-step height (DSH) model [22]
to compute the different pressures of up and down areas, and
get the removal rates of both areas.

4) Compute the amounts removed in up and down areas within a
unit polish time by the Preston equation [23].

All four steps iterate until a given total polishing time is met. Finally,
the chip topography, including dishing, erosion, and an average height
of each grid can be obtained, as illustrated in Fig. 1.

For improving accuracy, most parameters of the full-chip CMP
model need to be calibrated on realistic production lines in foundries.
Nowadays, full-chip CMP simulators have become the standard tools
for overcoming DFM problems in the reference flows of foundries
after 45-nm technology node.

III. UNIFIED FRAMEWORK OF DUMMY FILLING

In this section, the details of the proposed unified framework of
the dummy filling algorithm are described.

Fig. 3 shows an aerial view of the unified framework of dummy fill
insertion algorithms, which mainly includes three phases: 1) layout
analysis; 2) dummy fill synthesis; and 3) dummy fill insertion. In
layout analysis, a chip is divided into uniformed windows. Dummy
fill synthesis tries to answer the problem of how many amounts of
dummies needed in each window. To solve this optimization problem,
heuristic starting points are generated and optimized by the SQP
method [19], a nonlinear optimizer, to obtain better quality. Finally,
the locations of all dummies are determined and stored in a GDS file
during the dummy fill insertion phase.

The rule-based part was performed on ICCAD 2014 benchmarks
and showed vast (22%) filling quality improvements over the top
team [16]. In the following, we mainly focus on the model-based
part.

A. Intrinsic Problem of Density Rule

Most rule-based methods are based on copper density. Although it
is one of the most important factors for the post-CMP height profile,
other factors, such as average width, length, perimeter of coppers,
etc., may influence the final results. Therefore, although the density
rule is widely used and easy to solve, their dummy filling results may
suffer from serious topography quality degeneration after real CMP
processes.
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Fig. 4. Difference between density and height of post-CMP. (a) Normalized
window density. (b) Normalized window height. (c) Difference of density rule
and CMP model.

Fig. 4 shows comparison results of normalized density [Fig. 4(a)]
and normalized height [Fig. 4(b)] of chip surface topography with a
layout, where the height is generated by a calibrated full-chip CMP
simulator. Based on the philosophy of density rules, the chip density
will be a good prediction of chip height. However, from the difference
between normalized density and normalized height [Fig. 4(c)], we can
see that the positions with positive or negative vast differences are
considerable, and they may result in severe performance degeneration
and yield problem. To avoid ineffective optimization in rule-based
methods, it is better to include the results of full-chip CMP simulators
from the start.

B. Model-Based Dummy Fill Synthesis

In this section, a model-based dummy fill synthesis method is
proposed. The evaluation metrics were modified from [4] to formulate
the model-based synthesis problem.

Three objectives are calculated to evaluate the L-layer layout pla-
narity, including height variation σ , line deviation σ∗, and outliers ol

σ =
L∑

l=1

√√√√√ 1

N × M

N∑
i=1

M∑
j=1

(Hl,i,j − H̄l)
2 (1a)

σ∗ =
L∑

l=1

N∑
i=1

M∑
j=1

∣∣Hl,i,j − H̄l,j
∣∣ (1b)

ol =
L∑

l=1

N∑
i=1

M∑
j=1

max(0, Hl,i,j − 3 · σl) (1c)

where σl is the height variation of layer l, H̄l and H̄l,j are the average
window height of layer l and of column j in layer l, respectively.
Parasitic capacitance is another major concern during dummy fill
insertion. Overlay area ov and total fill amount fa are two major
factors relevant to performance degradation [11]. Additionally, since
file size fs is hard to formulate, though defined as a criterion [4], it
is not optimized in this article.

The objective of dummy fill synthesis is to maximize dummy fill
quality and can thus be formulated as

max
xl,i,j

[f (x) = fov(x) + ffa(x) + fσ (H) + fσ ∗(H) + fol(H)] (2a)

s.t. xl,i,j ∈ [0, sl,i,j] (2b)

Fig. 5. Framework of CMP model-based dummy filling algorithm.

where fov, ffa, fσ , fσ ∗ , and fol refer to the score function of the over-
lay, fill amount, height variation, line deviation, and outliers in [4],
respectively; xl,i,j and sl,i,j refer to the fill amount and slack area in
window Wl,i,j, respectively; x and H refer to the vector of fill amount
xl,i,j and height Hl,i,j, respectively.

Since the objective of optimization becomes more complicated, a
linear approximation formulation can likely lead to a suboptimal solu-
tion. SQP method [19] is applied in our framework for fill amount
optimization. With SQP and nonapproximation model-based formu-
lation with a CMP simulator embedded, a better filling quality may
be obtained.

Inequality constraints in (2b) are merged into the objective func-
tion with a Lagrangian approach [19]. The objective with merged
constraints becomes

max
xl,i,j

L(x, v1, v2) = f (x) + vT
1 · (x − s) + vT

2 · (−x) (3)

where s is the vector of slack sl,i,j, v1 and v2 are vectors of
Lagrangian multipliers for constraint merging, and they are iteratively
calculated during SQP optimization.

Fig. 5 shows the flow of the unified dummy fill framework inte-
grated with a calibrated full-chip CMP simulator. In every iteration,
surface features such as metal density, metal perimeter, average line
width, and so on are calculated and given to the simulator. The sim-
ulator utilizes these surface features to produce the average heights,
which, instead of the density, will be evaluated by the objective func-
tion. The full-chip CMP simulator is regarded as a nonlinear black
box, so the gradient cannot be directly derived. The elements of the
numerical gradient, i.e., ∇fi,j,l, are calculated as

∇fi,j,l = f (x + �xi,j,l) − f (x)

�xi,j,l
(4)

where a small dummy �xi,j,l is given in each window Wi,j,l.
Evaluation of objective function f needs an invocation of the CMP
simulator, and therefore, totally, N × M × L invocations are needed
in gradient calculation, which dominates the time of the model-based
method.

C. Prior Knowledge-Based Starting Point Generation

The model-based algorithm provides accurate post-CMP planarity
at the cost of more runtime, because the simulator is invoked for
every dimension in the gradient calculation. Therefore, it is crucial
to select good starting points, which not only give better optimization
results but also significantly reduce the runtime.
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TABLE I
COMPARISON OF THE RULE- AND MODEL-BASED METHODS

Algorithm 1 Dummy Fill Insertion

Input: Fill amount xk
l,i,j of each type in each window [16]

Output: Locations of all dummies
1: Classify slack into four types [16]
2: Cut the slack patterns into rectangles by the method proposed in

[24].
3: Shrink slacks to satisfy all DRC rules
4: Insert dummies into each type of slacks of each Wl,i,j in order

of their areas
5: Insert a proper small dummy to minimize fill amount gap

A straightforward idea is to select the rule-based optimum as a
starting point, since the rule-based optimization requires much less
time than that of the model-based method. Therefore, the layout will
be optimized first by the rule-based algorithm in [16], and the results
will be the starting points of the model-based SQP optimization.

Another starting point is the model-based prior knowledge-based
(MPKB) method, which is motivated by [14]. A target layer density
tdl is first determined in advance for each layer, which represents the
expected density of each window. After tdl is determined, a trivial
solution to fill dummies for maximum density uniformity can be
obtained

xl,i,j =
⎧⎨
⎩

0, if tdl < ρl,i,j
sl,i,j, if tdl > ρl,i,j + sl,i,j
tdl − ρl,i,j, otherwise

(5)

where ρl,i,j is the pattern density of window Wl,i,j. Equation (5)
shows a simple strategy to minimize density variation, which is filling
dummies to let window density become as near as target layer density
tdl. A linear search of target layer density is performed on each
layer. Then, all solutions are evaluated by the model-based objective
function. The solution with the best planarity is chosen as the starting
point.

D. Dummy Fill Insertion

After optimizing the fill amounts in each slack type in each win-
dow, the dummy fill insertion phase will determine all positions of
fills without violating DRC rules. The dummy fill insertion flow is
briefly shown in Algorithm 1.

IV. EXPERIMENTAL RESULTS

We implement the proposed algorithm in C/C++ language. All the
experiments of our algorithm are performed on a 2.67-GHz Linux
server with 64 CPU cores. The full-chip CMP simulator is developed
by our team, and calibrated under a 45-nm process of a foundry. The
accuracy of our full-chip CMP simulator is compared and matched
with the CMP Predictor [25], a commercial full-chip CMP simulator
by Cadence.

Fig. 6. Post-CMP height distributions of two methods. (a) Post-CMP height
distribution of rule-based method. (b) Post-CMP height distribution of model-
based method.

Fig. 7. Visualization of the local dummies on case 2.

Table I shows the comparison results of the proposed rule- and
model-based algorithms in two layouts. Case 1 is a CMP test design
on 45-nm technology node with chip size 5 cm × 5 cm and file size
16.4 MB. Case 2 is a field programmable gate array (FPGA) design
with chip size 6.7 cm × 6.3 cm and file size 948.7 MB. The window
sizes of the CMP simulator and dummy filling are both 100 μm ×
100 μm. In the column Method, Lin and Tao are rule-based methods
in [14] and [16], respectively. MPKB is the result of the proposed
initial filling method. Tao+SQP and MPKB+SQP are the results of
using Tao and MPKB’s results as starting points and then optimizing
by the proposed SQP optimization algorithm. �H is the maximum
height variations of layouts with dummies, which is commonly used
to evaluate the surface roughness.

For both designs, the filling qualities of model-based methods are
much better than rule-based ones. For case 1, the best rule-based
quality score is 0.640. However, all three model-based methods are
better than that. The highest score is 0.835 by the model-based prior
knowledge with SQP (MPKB+SQP), which is far superior (30.5%) to
the best rule-based methods (our rule-based method Tao et al. [16]).
The same results can be found in case 2, where the best model-
based algorithm MPKB+SQP has a 21.1% quality improvement. So,
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the average filling improvement by MPKB+SQP can reach 25.8% in
two cases.

The same conclusion can be drawn from the height variations �H,
where 174 Å versus 139 Å of case 1 and 283 Å versus 219 Å of case
2 are from the best rule- and model-based methods, respectively. A
more detailed comparison of the post-CMP height distribution from
the best rule- and model-based methods is shown in Fig. 6, which
intuitively shows the surface uniformity improvement by the model-
based one. Fig. 7 shows local dummies in the 3 × 3 windows of case
2 in detail, where the black represents the metal patterns and the red
represents the dummies.

Certainly, the tradeoff of high filling quality by the model-based
methods is the long runtime for invoking the CMP simulator repeat-
edly. All the runtime scores of model-based methods are nearly zero,
and therefore, the improvement of overall scores seems not so sig-
nificant. However, filling a full chip layout (case 2) can be executed
in parallel, taking 1.5 to 3 h with 64 CPU cores. The computing
demands are modest relative to the benefits derived.

V. CONCLUSION

This article proposed a novel and full-chip CMP simulator aware
dummy fill insertion framework, which is suitable for complicate
optimization objectives. With the introduced full-chip CMP simula-
tor, a model-based algorithm with a unified optimization framework is
proposed. The experimental results show that the unified framework
is effective for the model-based multiple objectives. To obtain better
quality, SQP optimization requires more runtime than other proposed
algorithms, while the cost is affordable. The prior-knowledge-based
starting point generation methods are raised for the model-based algo-
rithm to improve both performance and efficiency. Most importantly,
the model-based optimization algorithm can significantly improve the
quality of post-CMP topography.
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