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Abstract—In this paper, we propose a multilayer data flow
processing system, i.e., EdgeFlow, to integrally utilize the com-
puting capacity throughout the whole network, i.e., the cloud
center (CC) on the top layer, the mobile edge computing (MEC)
servers on the middle layer, and the edge devices (EDs) on the
bottom layer. To realize the efficient data processing in EdgeFlow,
we optimally assign the tasks to multiple layers, and allocate the
wireless transmission resources between the MEC servers and
EDs as well as the wired transmission resources between the
CC and MEC servers. We prove that the system is naturally
classified into two states, the nonblocking state and the blocking
state, according to various data generation speed at the EDs.
The system latency is minimized for the nonblocking state even
though the problem is nonconvex. As for the blocking state, the
recovery time is minimized through solving a min-max problem.
Based on the analytical results, the EdgeFlow system is imple-
mented on the universal software radio peripheral and the Intel
next units of computing. A typical Internet of Things application,
photo recording and face recognition, is used for the simulation
and the experiment, and indicates that the EdgeFlow can achieve
a low latency and recovery time than the previous distributed
frameworks, e.g., the Cloudlet and the Markov decision process.

Index Terms—Internet of Things (IoT), mobile edge computing
(MEC), resource allocation, task assignment.

I. INTRODUCTION

ITH the increasing number of electronic and intelli-
W gent devices connected in modern lives, the Internet of
Things (IoT) has attracted broad attentions in both the indus-
trial and the academic fields [1], [2]. Generally, the IoT is
defined as the network of interconnected devices embedded
with electronics and sensors [3], [4]. The potentialities offered
by the IoT enable the development and the automation of a
huge number of applications in the fields of transportation,
healthcare [5], smart environment [6], [7], etc. Some of them
require a very low latency for response, while some may gen-
erate large quantities of data intermittently, resulting in heavy
loads to the IoT network [8]. As predicted, there will be
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50 billion IoT devices connected to the Internet by 2020 [9].
Countless connected IoT devices will generate the massive
data continuously, resulting in two main challenges.

1) Large amount of raw data and computing tasks need to
be processed, while the computing capacity of each IoT
device is limited.

2) A huge volume of data needs to be transmitted through
the network with a low latency to fulfill the requirements
of the real-time tasks [10], [11], while both the wireless
and the wired transmission resources are inadequate in
the networks.

A. Basic Concept in Cloud and Edge

In order to process a large amount of raw data, the cloud
computing and mobile edge computing (MEC) are introduced,
utilizing the computing capacity of the cloud center (CC) and
MEC servers, respectively.

Cloud computing has been proposed to take use of the
strong computing capacity in the data centers to process the
data delivered from the IoT devices [12], however, it is not
scalable or efficient for the IoT services due to the following
reasons. The cloud computing usually needs a long link to
deliver large quantities of raw data from the IoT devices to
the CC, which results in huge transmission pressure over the
limited frequency bandwidth. This may not fulfill some IoT
applications. For example, in the scenario of an autonomous
driving vehicle, one Gigabyte data needs to be processed in
time for error-free decisions for driving safety [13], however,
the latency of the cloud computing is too large to transmit the
raw data.

To reduce the transmission time between the IoT devices
and the cloud, the MEC has been proposed [14], defined
as providing Internet service environment and enabling the
computation to be performed at the edge of the mobile net-
work [15], where the term “edge” refers to any computing
and network resources between data sources and CCs [16].
The edge has the computing capacity, offering an opportu-
nity to offload part of the computing tasks from the CC to
the edge, which can evidently help to reduce the transmission
time. Cloudlet is an early implementation of the edge com-
puting platform [16]-[18], where the computing tasks are sent
to the nearest deployed servers rather than the remote CC so
that the transmission delay is significantly reduced. Moreover,
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the real-time applications, such as the assisted driving can
obtain a shorter response time by applying MEC [19], [20].
Compared to cloud computing, the MEC enables proximity
services with low latency and location awareness, bringing
about small payload of transmission [21], [22].

B. Coupled Task Assignment, Transmission, and
Computing Resource Allocation

Only relying on the cloud computing results in the addi-
tional long transmission time and huge transmission pressure,
while the processing capacity of only MEC is still limited for
those IoT applications with huge data volume [23]-[25], [30].
Hence, it is essential to combine the strong computing capac-
ity of the cloud computing and the close-distance advantage
of the MEC. In the unified system, we need to make full use
of the transmission' and computing® resources in both cloud
and edge. In order to optimally utilize these resources, the task
generated at the ED can be split and assigned to the CC, MEC
server or local, and thus, an overall task assignment strategy
is called for.

Most existing works only discuss the task assignment
[26], [27], some together with transmission resource alloca-
tion [28]-[30] or computing resource allocation [31], [32].
However, the three aspects are not considered jointly or the
relationship between them is ignored. An MDP approach is
proposed in [27], which schedules the computation tasks based
on the queueing and the transmitting or processing execu-
tion state. The transmission resource allocation for multiuser
mobile edge computational offloading constrained by the com-
putation latency is studied in [28] and [29], and Guo et al. [30]
discussed it in the ultradense IoT networks. However, the allo-
cation of the computing resource is not taken into account.
Ko et al. [31] analyzed the transmission latency and computa-
tion latency separatively with different mobile device density,
taken the task assignment and computing rate control into con-
sideration. The energy harvesting is studied in the computation
latency constrained task assignment problem in [32], in order
to minimizing the power consumption of the MEC server.

The task assignment, transmission, and computing resource
allocation are coupled with close relationship, for the task
assignment decision is directly influenced by the trans-
mission and computing resource allocation, constrained by
both the transmission latency and the computation latency.
Unfortunately, the existing works in cloud computing or edge
computing do not jointly consider the three closely correlated
aspects, where only one or two aspects are taken into account.

C. Our Contribution

In this paper, we propose a multilayer data flow processing
system, named by EdgeFlow. We combine the strong comput-
ing capacity of the CC and the close-distance advantage of the
MEQC, to integrally utilize the computing capacity throughout

IThe transmission resources include the wired transmission resource of the
CC and the wireless transmission resource of the MEC servers, referring to
time, frequency or power resources.

2The computing resources refer to the computing rate of the CC, MEC
server or ED.
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the whole network, i.e., the CC on the top layer, the MEC
servers (or the APs) on the middle layer, and the IoT EDs
on the bottom layer. There are two main challenges to design
such a unified scheme or a system.

1) The task assignment on the different layers and different
nodes are highly correlated with the computing and the
transmission resources allocation.

2) The volume of data varies with time and IoT applica-
tions, and thus the task assignment strategy and resource
allocation scheme need to be adjusted according to the
data generation speed. Furthermore, due to the lim-
ited computing capacity and transmission resources of
the network, the system may be blocked when large
amount of data pours into the network, causing a
complicated case.

In order to realize the data processing task, in EdgeFlow,
we optimally assign the tasks on multiple layers and allocate
both the wireless transmission resources between the EDs and
the MEC servers as well as the wired transmission resources
between the MEC servers and the CC. We prove that the sys-
tem will be naturally classified into two states, the nonblocking
state and the blocking state, according to various data gener-
ation speed on the EDs. A latency minimization algorithm
is proposed for the nonblocking state to minimize the total
latency even though the problem is nonconvex. As for the
blocking state, the recovery time is minimized through solv-
ing a min-max problem. Based on the analytical results, the
EdgeFlow system is realized and implemented on the universal
software radio peripheral (USRP) and the Intel next units of
computing (Inte]l-NUCs), where the demo code in the second
version can be found in [36]. A typical IoT application, photo
recording and face recognition are used to for the simulation
and the experiment.

The main contributions and results of this paper are sum-
marized as below.

1) We propose the EdgeFlow system for IoT applications,
which is a multilayer data flow processing system com-
bining the cloud and edge, making full use of the
computing and transmission resources of the whole
network.

2) We jointly consider the transmission, computing
resource allocation, and task assignment in our system,
and derive the clear relationship between the task assign-
ment strategy, the transmission, and computing resource
allocation.

3) We point out the network can be classified into two
states, the nonblocking state and the blocking state,
according to various data generation speed on the EDs.
We clearly derive the quantitive boundary between the
two states.

4) As far as we know, we are the first to quantitively
define and describe the different objectives that should
be considered for different states. For the nonblocking
state, we can minimize the total latency even though
the problem is nonconvex. However, for the blocking
state, we minimize the recovery time since the total
latency is meaningless. Algorithms for both states are
designed.
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Fig. 1. Three-layer EdgeFlow architecture.

5) In the experiment, the EdgeFlow can achieve a low total
latency and recovery time than the previous distributed
frameworks and the systems, such as the Cloudlet and
the MDP.

The rest of this paper is organized as follows. In Section II,
the model of the three-layer EdgeFlow system is described.
In Section III, we present the judgement of the system states,
the blocking state, and the nonblocking state. We formulate the
latency minimization problem in the nonblocking state and the
recovery time minimization in the blocking state. Algorithms
for the two optimization problems in the nonblocking and
blocking state are designed in Section IV. Finally, we present
the implementation of the EdgeFlow system in Section VI. The
simulation results as well as the experiment results are given
in Section VII. The conclusions are drawn in Section VIIL

II. SYSTEM MODEL

As shown in Fig. 1, we consider a general communication
network, with one CC, N APs, and M EDs. The EDs connect
with the AP via wireless communication, while the APs con-
nect with the CC through the wired links. We assume that each
ED can connect at most one AP, and each AP can connect at
most one CC. Each node in the network possesses a certain
amount of computing capacity. The raw data is generated at
the EDs in the IoT applications and the results of the data
processing must be aggregated at the CC.> The downlink of

3That is to say, we only consider an uplink IoT network. More complicated
networks are left for future work.
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the network is not considered in our scenario, since it is not
necessary for the IoT scenario. In IoT applications, we focus
on the collection and processing of the data generated at the
IoT devices, i.e., the uplink. The processing of the raw data
can be performed at any layer from the EDs to the CC, and the
percentage of the data to process at each layer is adjustable.
Moreover, once the data is processed at the edge of the net-
work, i.e., at the ED or AP, only the results with the smaller
size rather than the raw data need to be forwarded to the CC.
In the rest of this part, we provide the details of the CC, the
APs and the EDs.

A. Edge Device

The EDs on the bottom layer are responsible for generat-
ing the raw data, which usually include IoT devices, e.g., the
mobile phones, cameras, and other sensors. The ED processes
part of the raw data, and delivers the rest raw data together
with the processing results to the AP via wireless link. Let Ajé;)
denotes the data generation speed of ED i connected with AP
j(d <j<N,1 <i< M), and p denotes the compression
ratio after the data processing. The ED i connected with AP
J can process part of the raw data, and s'hl;) represents its task
division percentage, which satisfies that

0<spp <1.

e))

The computing capacity and the wireless transmitting capacity
of ED i connected with AP j per unit time is denoted by 9]’5]5
and ¢y, respectively. The computing data volume is limited
by its computing capacity
i g j i

*EpSEp < O8p- @
The transmitting data volume is limited by the wireless trans-
mitting capacity of ED i, which is closely related with the
wireless transmission resources allocated by AP j

sty + i (1 = s = ®

where the first part is the processing results, and the second
part represents the remaining raw data to transmit. The total
transmitting data volume of all EDs connected with AP j is
linearly constrained by the wireless transmission resources of
AP j, denoted by qﬁr’AP, which can be expressed by

N

> D < Fap- @)
i=1

Remark 1: The constraints in (4) can describe some wire-
less resources that influence the wireless data rate in a linear
manner, for example, the spectrum and time resources. The
power and the antenna resources cannot be modeled and
discussed in the similar way, which are left in the future works.

B. Access Point

Being the middle layer of the three-layer EdgeFlow model,
APs, including base stations, WiFi APs, and so on, receive
the raw data and the processing results from the connected
EDs. After processing part of the receiving raw data, the AP
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forwards the rest raw data together with the processing results
of both the AP and EDs to the CC.

Considering that the raw data generated at ED i is trans-
mitted to AP j, the equivalent raw data arriving speed at AP j
can be calculated by

1 —sp

Mo =l —————— 2 ——
e o
where q&]’al) is the total data arriving speed to AP j from ED i,
and only part of it is the raw data arriving speed The raw data
volume transmitted to AP j from ED iis X/ D( 1— s} Ep)» and the
processed data volume is AED P S‘lED, therefore, the ratio of raw
data in the total arriving data is (1 — sJED) /(1 — sJEi) + ps’ED)
Accordingly, the processed data transmitted from ED i to AP

J can be expressed by

PSED
1 = sip + ostp
The AP can also process part of the received raw data, and

s’AP denotes the task division percentage of AP j for the data
from ED i (1 <j <N, 1 <i < M), which satisfies that

Bip = b - ©)

0<sh<1. (7

The computing capacity and the wired transmitting capacity
of AP j for the task from ED i per unit time is denoted by
@\p and ¢, respectively. The computing data volume of AP
j for the task from ED i is limited by the computing capacity
allocated to the ED

i g j i

KApSap = Oxp- ®)
Moreover, the total computing capacity allocated to differ-
ent EDs is no larger than the computing capacity of AP j,
expressed by

D0k = Oap ©)
i=1
where Qip denotes the computing capacity of AP j.
The transmitting data volume of AP j is limited by its wired
transmitting capacity, which is closely related with the wired
transmission resources allocated by the CC

G i Jii i o i
PXApSAp T )‘AP(I - S]AP) +Bip = Fap-
The data to be transmltted to the CC includes three parts. The
first part ys APs AP is the processed data of the AP j, the second

part ), P(1 ‘SJAE), is the remaining raw data to transmit, and

the third part ,Bf%’lp is the processed data delivered from the
EDs. All the three parts need to be transmitted to the CC,
which is limited by the allocated wired transmitting capacity
¢’A’lp of AP j. Moreover, the total transmitting data volume of
all APs is limited by the wired transmission resources of the
CC, denoted by ¢cc, which can be expressed by

N M
ZZWAIPS%O

j=1 i=1

(10)

(1)

2875

C. Cloud Center

The CC collects the data from APs via wired links. All raw
data delivered to the CC is processed and the whole results
are forwarded to the user who generates the task. Moreover,
the CC determines the task assignment strategy of the whole
network, that is, the task division percentage at each AP and
ED.

The equivalent raw data arriving speed at the CC forwarded
by AP j for the task from ED i can be calculated by

11— )
Joi j i ( AP
)\'CC - ¢IAP : jii

1 iyt ooy + L0
AP T PSap + 141

12)

The arriving data at the CC include three parts: 1) the remain-
ing raw data; 2) the processing results of the APs; and 3) the
processing results of the EDs. The raw data arriving speed
is proportional to the remaining raw data volume percentage
in the arriving data. Moreover, the computing capacity allo-
cated by the CC to the task transmitted from AP j and ED i
is denoted by Géc

We summarize the whole data processing as follows: the
whole task flow starts from the generation of the data at the
EDs and ends at finishing processing at the CC. After being
generated at the EDs, part of the raw data are processed at the
EDs, and the processing results together with the remaining
raw data are transmitted to the APs. Once receiving the data
from the corresponding EDs, the APs offload a part of the raw
data to process, and deliver the left raw data, the processing
results of themselves as well as the received processing results
of the EDs to the CC. The CC will process the remaining raw
data and aggregate the processing results at different layers.
During the processing and transmitting, the task assignment
strategy s, the computing capacity each AP to the tasks from
different EDs, 0/ \p»> the computing capacity of the CC allocated
to the data delivered by different APs from EDs, 9(120 the
wireless transmission resources allocation ¢fED and the wired
transmission resources allocation, ¢]A’P, can all be adjusted. The
adjustment of the aforementioned variables will be analyzed
in the next section.

III. PROBLEM FORMULATION

In this section, we first clarify the system can be natu-
rally classified into the blocking state and nonblocking state
and quantitively derive the boundary of two states. Then. we
formulate objectives for both states, respectively.

A. System State Judgement

The total computing capacity of each node, the total wire-
less transmission resources of each AP, and the total wired
transmission resources of the CC in our EdgeFlow model are
finite, however, the data generation speed can vary related to
the IoT applications, which can even reach a very high speed.
Therefore, there is an intuition that when the data generation
speed at the EDs exceeds a certain bound, the whole network
cannot follow up the data generation speed and the data will
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accumulate in the buffer of the nodes.*
state as follows.

Definition 1: The blocking state is the state that no mat-
ter how the system adjusts its computing and transmission
resources allocation or adjusts the task division on every node,
the data will accumulate in the buffer at least one node.

We then derive the boundary between the nonblocking state
and the blocking state. Specifically, the nonblocking system
indicates that each layer is nonblocking. Thus, we provide the
nonconditions of the EDs, the APs, and the CC, respectively.

1) Nonblocking Conditions of the ED Layer: Since the
wireless transmission resources allocated to each ED is deter-
mined by its connected AP, the blocking of the ED layer is
judged by the AP. The ED layer blocks when the offloaded
data volume surpasses the computing capacity of the ED, or
the transmitting capacity of the AP is insufficient to support
the data transmission from all EDs. We consider the case that
all EDs fully use their computing capacity, expressed by

We define the blocking

MipSip = Okps VI<j<N, 1<i<M (13)
which implies that the transmission pressure of the ED is
minimum. Under the aforementioned circumstance, if the
transmission resources of the AP cannot support the data trans-
mission of all connected EDs, the ED layer will block. Hence,
the nonblocking conditions for transmitting are expressed
in (3) and (4), when (13) is satisfied.

2) Nonblocking Conditions of the AP Layer: Similarly with
EDs, the wired transmission resources allocated to each AP is
determined by the CC. The AP layer blocks when the offloaded
data volume surpasses the computing capacity of the AP, or
the transmitting capacity between the AP layer and the CC
is insufficient for the data transmission from all APs. We
also consider the case that all APs fully use their computing
capacity, expressed by

WS = 6ol

APSAP = Oap> VI<j<N,1<i<M

(14)
which implies that the transmission pressure of the AP is min-
imum. Under the aforementioned circumstance, the computing
is nonblocking when (9) is satisfied, representing that the total
computing capacity allocated to the connected EDs is no more
than the computing capacity of the AP. If the allocated wired
transmission resources of the AP cannot support its data trans-
mission, or the wired transmission resources of the CC cannot
support the data transmission of all APs, the AP layer will
block in the transmission. Hence, the nonblocking conditions
for transmitting are expressed in (10) and (11), when (14) is
satisfied.

3) Nonblocking Conditions of the CC Layer: The CC need
to process all remaining raw data transmitted from APs.
Hence, the nonblocking conditions of computing at the CC
is

*ee = 0cc (15)

4The space of the buffer in each node is viewed as infinite, that is, the
data only accumulates in the buffer and no data loss happens when the node
blocks.
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2D 6ce < fec (16)
ji=1 i=1

where (15) represents that the computing capacity allocated
by the CC to each task should be able to process the received
raw data, and (16) implies that the sum of allocated computing
capacity to each task is no more than the total computing
capacity of the CC.

Summarizing the nonblocking conditions for the EDs, the
APs, and the CC, we have Proposition 1 to clarity the boundary
between the nonblocking state and the blocking state.

Proposition 1: The EdgeFlow system is nonblocking if and
only if the constraints that (1), (3), (4), (7), (9)—(11), (13)—(16)
are satisfied.

B. Nonblocking State: Latency Minimization

In the nonblocking state, we address a general objective in
edge computing system: to minimize the system latency. The
latency of a task is defined as the sum of the computing time
and transmitting time from the ED layer to the CC.

When the data is processed at ED i, the latency for the data
with the unit size can be calculated as follows:

p P

¢IAP

The first term is the processing time for the data at the ED, the
second term is the transmission time between the ED and AP,
and the third term is the transmission time between the AP
and CC. Since the data is processed at ED i, only the results
with compressed ratio, p, need to be transmitted.

When the data is processed at AP j, the latency for the data
with the unit size can be calculated as follows:

a7)

(18)

The first term is the transmission time between the ED and
AP, the second term is the processing time for the data at the
AP, and the third term is the transmission time between the AP
and CC. Since the data is processed at AP j, only the results
with compressed ratio, p, need to be transmitted to the CC.

When the data is processed at the CC, the latency for the
data with the unit size can be calculated as follows:

gi_ L L1
oc = —
T T o
The first term is the transmission time between the ED and
AP, the second term is the transmission time between the AP
and CC, and the third term is the processing time for the data
at the CC.

Definition 2: The system latency is the total latency of all
tasks created at the EDs per unit time.

Considering the task produced at ED i, the data generation
speed of which is Ajlé;), the task division percentage at ED
i, AP j and the CC is sy, shp and spe = 1 — shpy — b
respectively. Therefore, the system latency of all links can be
formulated as

M
Ji Ji joi )i
L= Z Z(’\ED [ EDLE ‘SJAPLAP +

j=1 i=1

(19)

seelie]). o
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Hence, the total latency minimization problem in the non-
blocking state can be formulated as
min L
s,0,¢
s.t. (1), 3), D, (D, 9)—(11), (13)—(16).

21

C. Blocking State: Recovery Time Minimization

In the blocking state, the historical data has already accu-
mulated in the buffer, and thus, the new generated data cannot
be processed until accumulated data is processed. Thus, we
have the following remark.

Remark 2: The system latency in the blocking state is
meaningless since the data is no longer the real-time data.

When the network is blocking, the primary target is nat-
urally set to process the historical data in the buffer and let
the network recover to be nonblocking state as far as possible
when the data generation speed slows down. We aim to min-
imize the time of clearing the buffer from the perspective of
the whole system.

In the rest of this part, we will quantitively formulate the
recovery time minimization.

There are five stages for the data from the time it generates
at the EDs to the time it arrives at the CC.

1) Processing at Each ED: The processing time of ED i

connected with AP j can be expressed by
’\]éD ED

fib

2) Transmitting to Each AP: The data to be transmitted to
the AP includes the data processed at the ED and the
remaining raw data. The transmitting time from ED i to
AP j is denoted by

sty + b1 - )
$ep
3) Processing at Each AP: The processing time of AP j is
denoted by

i = (22)

hi = (23)

M i\ .J
<Zi:l )‘AP)SIAP
Oup
where s/AP denotes the equivalent task assignment per-

centage at AP j without regards to the data source.

T]

ho = 24)
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4) Transmitting to the CC: The data to be transmitted from
the AP to the CC consists of the data processed at the
ED and AP as well as the remaining raw data. The
transmitting time from AP j to the CC is represented
by

(Z?il Aﬁ;) (1 — Shp+ PéJAP) + 200 Blp
Prr

ti\P =
(25)

5) Processing at the CC: The processing time of the CC is
denoted by

N M i
Doim1 dim1 Ac

26
fec (26)

Tcc =

In the high load situation, the aforementioned five stages
can be viewed as a pipeline, as shown in Fig. 2, and thus, the
longest time among the five stages is the bottleneck for the
system to recover from the blocking state.

Definition 3: The recovery time is the longest time among
the processing time at the EDs, the APs and the CC, as well
as the transmission time to the APs and the CC.

Therefore, the recovery time can be expressed by

{TED’ é;y Thps ap» TCC}-

The recovery time minimization problem can be formulated
as follows:

max
1<i<M,1<j<N

T, = 27)

min T, (28)

s,0,¢

s.t. Tp>1.
@, (9), (11), (16). (28a)

The constraint (28a) implies that the recovery time is larger
than a unit time, which indicates the system is blocking. Other
constraints represent that the allocated computing capacity or
wireless transmission resources to EDs cannot surpass the
those of the AP, and the allocated wired transmission resources
to APs cannot surpass that of the CC.

IV. NONBLOCKING STATE: LATENCY
MINIMIZATION ALGORITHM

In this section, we design the task assignment and resource
allocation algorithm for the latency minimization problem in
the nonblocking state. When the EdgeFlow system is in the
nonblocking state, we aim to minimize the system latency, as
described in (21), which is nonconvex. The latency can be

rewritten as
S]z S”
L0y = 3 (ED+ +c—<;)
j=1 i=1 9(/ZC
IOED+SIAP+S]ClC
+ZZX’EB
j=1 i=1 ¢
N M
£33 -

j=1 i=1

.
SAp

i
Oip

pSIED + pS]AP + s]c’c

(29)
¢IAP
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By utilizing the Cauchy—Schwarz inequality [33], (29) can
be divided into several subproblem with the task assignment
strategy s, computing capacity allocation @, and transmitting
capacity allocation ¢ separated. We consider that no spare
computing capacity or transmission resource is left, i.e., the
equalities are satisfied in (4), (9), and (11).

Hence, we can obtain the following inequation:

L(s,0,¢) = Ln(s)
(50 5 (Voo + oo + koo |

Orotal
Py . PR . 2
(0 o (st + e+ o)
_I_
Dyireless
2
(S St (oo + 053+ )
+
Dyired
(30)
where
N M N o
Owtal = Y > 0+ > 0hp +bcc 31)
j=1 i=1 j=1
N .
Dyireless = Z¢JAP (32)
j=1
Dyired = ¢CC- (33)

Proposition 2: The inequality in (30) is transformed into an
equation if and only if the following conditions are satisfied:

i
V *EDSED
N j/,l'/ '/,i/
Okh D SED
doaii i i i i i i
L 6c = \/)‘ED ED ° \/)‘EDSIAP : \/)‘EDS]CC
.. Jii j i j,i j,i
i \/)‘ED (:0 Ep + Shp 5JCC>
j/,i/ ./,i/ '/’l'/ '/’l'/
\/ AED (péjED +Syp + S]CC)
B G i Y
i \/)‘ED (PSIED + psiap + SJCC>
Y& i i i
\/)‘ED <'0‘SJED + ppp + Slcc)
VI<j,j<N/1<ii<M.

j, i
Oep _

s

(34)

The equations in (34) imply that the computing capacity divi-
sion and transmission resources allocation, 6 and ¢, can be
derived once the task assignment division percentage, S, is
determined.

Hence, the latency minimization problem (21) can be
converted into

msin L (s) (35
s, (D=@), (H—(11), (15)—(16)
(31)—(34).
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Algorithm 1 Latency Minimization Algorithm

Input: Computing capacity 0)/5” ,QQP,GCC, wireless transmission

resources of each AP q&fq P wired transmission resources ¢cc, data
generation speed A.
Output: Task assignment strategy s*, resources allocation scheme
0, ¢*.
1: Convert the proportional optimization problem in (29) into the
of task assignment problem in (30) by utilizing Cauchy-Schwarz
inequality.
2: for all Vertex of the feasible set do
3: Obtain the corresponding task assignment strategy s.
Obtain the resource allocation scheme 6, ¢ according to s
and (34).
if Non-blocking constraints are satisfied then
if Lyyyin(s) < Lipin(s™) then
Linin(8™) = Liin (s)-
Update the optimal s*, 6* and ¢*.

»

R

Proposition 3: The objective function of the latency mini-
mization problem (35) is concave, and the optimal results s*
are at the vertex of the feasible set bounded by the constraints.

Proof: The function Ly, in (35) depends on the vector
s = {s}lz’l;, ey sng, SpApr - in,M}. After analyzing the sign
of elements in the Hessian matrix of Ly, we note that the
Hessian matrix is a seminegative definite matrix, implying that
the function Ly, is concave [34]. Hence, the minimum value
of a concave function is obtained at the vertex of the feasi-
ble set bounded by the nonblocking constraints presented in
Proposition 1.

Take the two-layer subsystem of EdgeFlow as an example,
and the subsystem consists of one AP and two EDs. Under
different conditions, the minimum value of L, is at different
vertex of the feasible set, as shown in Fig. 3. The comput-
ing nonblocking and transmitting nonblocking constraints are
shown as the straight lines in the figure, and the value of Ly,
decreases as the background color becomes darker. The opti-
mal result is marked with the dark spot, which may appear
at the crossing point of the computing and transmitting non-
blocking constraints [Fig. 3(a) and (b)], or the crossing point
of the computing nonblocking constraints [Fig. 3(c)]. |

According to Proposition 3, we can obtain the optimal
results of the latency minimization problem by searching all
the vertexes of the feasible set bounded by the constraints.
The latency minimization algorithm in the nonblocking state
is summarized in Algorithm 1.

V. BLOCKING STATE: RECOVERY TIME MINIMIZATION
ALGORITHM DESIGN

Considering the case that all APs and EDs fully utilize their
computing capacity, implying that the processed data volume
of APs and EDs equals the data volume assigned to them,
the system blocks if the data volume to be transmitted of any
AP or ED surpasses its transmitting capacity, or the amount
of the remaining raw data forwarded to the CC surpasses the
computing capacity of the CC.

The key idea of minimizing the recovery time, i.e., solving
the min-max problem in (28), is that make the computing time
and transmitting time equal on the blocking layer. Specifically,
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Fig. 3.

minimize the recovery time of the whole network through min-
imizing the recovery time from the bottom layer (the EDs) to
the top layer (the CC).

A. Minimizing Recovery Time on the ED Layer

When the ED layer blocks, representing that the wireless
transmission resources of the AP are insufficient to transmit
the processing results as well as the remaining raw data of
its connected EDs, the task assignment strategy of the ED
layer and the transmission resource allocation of the AP to its
connected EDs need to be adjusted. The target is to make equal
the computing time and transmitting time of all EDs (including
the blocking ED node) connected with the same AP.

We consider the case that the blocking appears between AP
Jj and its connected EDs. Let

il

rL=ael0,1] (36)

and the total wireless transmission resources of AP j is ¢]AP.
The computing time of EDs and AP j are equal, which can be
expressed by

T =T vi<i i <M. (37)
Therefore, the task assignment percentage of ED i,2 <i <M
is

diith :

- EDTED o = ki, 0 <a < -

Stp =\ Gorn 0 (38)
1, —<a=<l

ki
The computing time and transmitting time of EDs are equal,
which can be expressed by

Thl =df, VI <i<M. (39)

Hence, the transmission resources of AP j allocated to ED

L1 <i<Mis

- ..1_si’i+psi”' S

i i ED ED i i

45{31) = 9]]3D Ji = QIIEDf(S]ED>'
ED

Since the total wireless transmission resources of AP j are
fixed, that is

(40)

(41)

M P .
Z ¢]E113 = ¢IAP-
i=1

The task offloading percentage at ED,

(b)

The task offloading percentage at EDz
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©

Typical latency minimization results in the nonblocking state of one AP-two EDs subsystem.

Therefore, the task assignment strategy and resources allo-
cation scheme can be obtained by solving the simultaneous
of (36), (38), (40), and (41).

B. Minimizing Recovery Time on the AP Layer

When the AP layer blocks, representing that the wired trans-
mission resources of the CC are insufficient to transmit the
processing results as well as the left raw data of all APs, the
task assignment strategy of the ED layer and AP layer as well
as the transmission resources allocation of the APs and the
CC need to be adjusted. The target is to make equal the com-
puting time and transmission time of all APs as well as the
computing time of all EDs.

The task division percentage of each ED and AP should be
smaller than one, expressed by

0<sfp<1,0<sp,<1, VI<j<N, 1<i<M. (42)

To fully utilize the computing capacity of all EDs and APs,
the computing times of all EDs and APs are equal

T =T =T, VI <jj <N 1<ii <M. (43)

The computing time and transmitting time of each AP are

equal, which can be expressed by
T{AP:/AP’ vl S],]/SN (44)

Moreover, the summations of allocated wired transmission
resources are equal to that of the CC

N
Z ¢]Ap = ¢cc-

J=1

(45)

Similarly as the analyzing the case of ED layer blocking,
the task assignment strategy and resources allocation scheme
can be obtained by solving the simultaneous of (42)—(45).

C. Minimizing Recovery Time on the CC

When the CC blocks, representing that the computing capac-
ity of the CC are insufficient to process the remaining raw data,
the task assignment strategy of the CC, AP, and ED layer as
well as the transmission resources allocation of the APs and
the CC need to be adjusted. The target is to make equal the
computing time and transmission time of the CC as well as
the computing time of all APs and EDs.
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Ilustration of task assignment strategy in the one ED-one AP-CC

Algorithm 2 Recovery Time Minimization Algorithm

Input: Computing capacity QEID, QI/AP, Occ, wireless transmission
resources of each AP ¢1l4P’ wired transmission resources ¢cc, data
generation speed A.

Output: Task assignment strategy s*, resources allocation scheme
0*, ¢*.

ED layer optimization:

1: Fully utilize the computing capacity of all EDs.

2: if The ED layer blocks then

3: Make equal of the computing and transmitting time of all
EDs connected with the same AP in the blocking area.

4: Update s*, 0* and ¢*.

AP layer optimization:

1: Fully utilize the computing capacity of all APs and EDs.

2: if The AP layer blocks then

3: Make equal of the computing time of all APs and EDs.

4: Make equal of the computing and transmitting time of APs.

5: Update s*, 0* and ¢*.

CC layer optimization:

1: Fully utilize the computing capacity of all APs, EDs and the CC.

2: if The CC layer blocks then

3: Make equal of the computing time of all APs, EDs and CC.
4: Update s*, 0™ and ¢*.

Similarly as the analyzing the case of ED layer blocking,
the task assignment strategy and resources allocation scheme
can be obtained by solving the simultaneous equations that
follows:

0<sip =10y =<1, VISj<N1<i<M (46)
Thh = Thy = Thp = Tee. V1 <j.j <N 1 <ii < M.
(47)
As an example, the task assignment strategy in the one ED-
one AP-CC system is illustrated in Fig. 4.

The recovery time minimization algorithm in the blocking
state is summarized in Algorithm 2.

VI. IMPLEMENTATION OF THE EXPERIMENT
In this section, we establish the three-layer EdgeFlow sys-
tem consisting of the CC, APs, and EDs based on the Linux
system, USRP, and the Intel NUCs’ [35]. The EdgeFlow
platform is available in [36].

SNext unit of computing (NUC) is a small-form-factor personal computer
designed by Intel.
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EdgeFlow system implementation.

The USRP is a range of software-defined radios, which can
realize the general radio communication system [37]. Most
USRPs is composed with the hardware part as the radio front
end, and the software part, GNU Radio, which is a free soft-
ware toolkit that provides signal processing blocks [38]. The
operating principle of the USRP is that a host computer pro-
cess the signals based on the GNU Radio, and the processed
signals are delivered to the USRP performing as the radio front
end through the wired links [39].

The implementation of the EdgeFlow system is presented
in Fig. 5. One single server stands for the CC layer, and two
NUC nodes communicate with it performing as two APs. With
the USRP devices, each AP node connects to two ED nodes
over the wireless links with limited resources.

The EdgeFlow system is based on the Java and Python envi-
ronment, where Java environment is responsible for the task
assignment and processing and Python environment realizes
the time division multiple access resources management of
the network. The main modules for the implementation of the
EdgeFlow system are introduced as below.

1) Network Initialization Module: The network initializa-
tion module has three main functions. First, it establishes
the network connection of the wireless channel . Second,
it virtualize and manage the transmission resources for
the wireless and wired links. Third, it provides the
application program interface to the upper framework.

2) System Management Module: The system management
module includes the system initialization, logical graph
establishment and management. The system is connected
according to the communication links and Internet pro-
tocol address provided by the network initialization
module. Moreover, it is responsible for the node regis-
tration and resource configuration information updating.
The nodes estimate their idle computing and transmis-
sion resources, and register on the CC. The CC can then
create a logical graph of the nodes with their information
of the available resources.
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3) Resource Management Module: The idle computing and
transmission resources are evaluated in the resource
management module.

4) Task Assignment Module: The task assignment module
targets at obtaining the task assignment strategy based
on the idle resources of each node.

5) Task Execution Module: The main function of the
task execution module is the management of the task
assignment strategy. According to the task assignment
configuration file, which instructs the task assignment
strategy of each node, the module offloads the task and
manage the task queue of offloading and processing.

The procedures of running the EdgeFlow system consist of

the task notification, system registration, task assignment, and
data processing. The task is submitted to the CC by the user,
and broadcast to the APs as well as EDs. After receiving the
task notification, each node estimates its idle computing and
transmission resources and uploads them as well as the regis-
tration information to the CC. The CC then designs the task
assignment strategy and resources allocation scheme based on
the logical graph of the EdgeFlow system, and broadcasts
to the whole system. Different nodes in the EdgeFlow sys-
tem process and transmit data according to the received task
assignment strategy and resources allocation scheme.

VII. SIMULATION AND EXPERIMENT RESULTS

In this section, we evaluate the performance of the
EdgeFlow system. The evaluations are accomplished by sim-
ulating a typical IoT scenario similar to the face recognition
application, which is general in the IoT sensing network, such
as smart cities. Based on the face information, the computing
servers can provide the intelligent service to the users.

A. Experiment Scenario and Setup

As shown in Fig. 6, in our face recognition scenario, each
ED is connected with a camera which collects the image data.
The application aims to recognize the pedestrian faces and
slice out the face part, which will be delivered to the CC.
After the analysis of the face part, the CC will perform the
appropriate action. The face recognition is based on openCYV,
which is a cross-platform open-source computer vision library
that suits both servers and mobile devices.
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TABLE I

EDGEFLOW PLATFORM SPECIFICATIONS
The CPU frequency of the ED device 1+10% Hz
The CPU frequency of the AP device 3% 10% Hz
The CPU frequency of the CC device 1%10"0 Hz
Wireless transmission resources of each AP | 300 Kbps
Wired transmission resources 1 Mbps
The transmission power of USRP devices 20 dbm
The wireless transmission bandwidth 5 Mhz
The volume of the data file 60 Kbytes
Compression ratio p 10%

We run the numerical simulation based on the Java platform
to simulate the computation and transmission procedures. The
simulation and experimental parameters are listed in Table L.
To distinguish the computing capabilities among various lay-
ers, the computing frequency is used to measure the computing
capacity. Each data file represents one image of the camera,
and the data generation speed A is the number of face images
captured by the camera per unit time. Moreover, in our exper-
iment, the data generation follows Poisson point process. The
system performance is evaluated by the following indicators.

1) System Latency: The system latency represents the

response time from the data generation of the task to
the end of processing at the CC.

2) Processing Rate: This is the average volume of data

processed by the EdgeFlow system per unit time.

3) System Robustness: This reflects the average number

of the unprocessed packages in the network, which
represents the degree of blocking in the system.

B. Simulation and Experimental Results

In this section, we evaluate the performance of the dynamic
task assignment strategy in the EdgeFlow system. To attest the
effect of our proposed algorithm, we compare our algorithm
with the following solutions.

1) Local Computing: Each ED processes all the tasks
locally and delivers the results to the CC. This is suitable
for the case that the task load is light and the ED is able to
process the tasks timely.

2) Cloudlet: The ED assigns the tasks to the correspond-
ing AP [17]. The AP will process all tasks and deliver the
results to the CC. This is suitable for the case that the tasks are
resource-intensive and the AP possesses abundant computing
and transmission resources.

3) Cloud Computing: The input data stream is forwarded
to CC directly, and all the tasks is processed centrally at the
CC. This is suitable for the case that the tasks are resource-
intensive, while the edge nodes (including the APs and EDs)
do not possesses enough resources to process the tasks.

4) MDP: Based on MDP, a partial assignment scheme is
designed based on the queueing state, the execution state, and
the transmission state to minimize the task latency [27].

In our experiment, we observe the average task latency with
different data generation speeds. More task data requires more
computing and transmission resources. This experiment eval-
uates the effect of the proposed strategy given different task
loads. As depicted in Fig. 7, the consistency of the numerical
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simulation results and experimental results shows the effect of
our EdgeFlow system. It is obvious that our proposed scheme
is superior in most cases. Since the EdgeFlow system fully
utilizes the computing capacity of the CC, APs, and EDs,
the data processing ability is stronger than Cloudlet, local, or
cloud computing, which only utilize part of the system com-
puting capacity. However, in other schemes, when the data
generation speed A > 3, the system may start to run out of
the resources, and unprocessed data may have accumulated.
Compared with other schemes, our EdgeFlow system is more
tolerate to the data generation speed, that is, though the data
generation speed variate, our EdgeFlow can still provide stable
low-latency services.

As shown in Fig. 8, we analyze the processing rate of the
system with different data generation speed. When the gener-
ation speed A < 2, the system does not reach the bottleneck of
the computing capacity, and thus, all the schemes can process
the input task timely. When the generation rate A > 3, the
EdgeFlow system tries its best to guarantee the nonblocking
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condition by sharing the task overload among multiple layers,
which effectively eases the accumulation of the unprocessed
tasks and increases the processing rate. In other schemes,
however, the data starts to accumulate in the buffer once the
processing rate reaches saturation. For example, when A = 5,
the processing rate of EdgeFlow is 15% higher than the MDP
scheme and 43% higher than the local computing scheme.

As shown in Fig. 9, we evaluate the system robustness for
the tasks with heavy loads, which can be reflected by the num-
ber of unprocessed packages waiting in the buffer. The length
of the waiting queue represents the degree of the blocking
in the system. When A < 2, the computing and transmis-
sion resources can still handle the input tasks, and thus all
schemes do not result in the data accumulation. When A > 3,
the resources of the AP or CC cannot guarantee the stable
operation of the system. The EdgeFlow system balances the
computing and transmission resources in the multilayer net-
work, which can maintain the stability of the system as much
as possible. Other system, e.g., Cloudlet, offloads all comput-

ing tasks to the AP, which bring about heavy loads to wireless
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Fig. 10. Recovery time after the different burden of tasks on the actual experimental platform.

links while lots of wired resources may still be idle, resulting
in the heavier data accumulation. Hence, the EdgeFlow sys-
tem performs better than other schemes when processing tasks
with heavy loads.

As depicted in Fig. 10, we analyze the system robustness in
the perspective of the time for the system to recover from the
blocking time after the data burst. At the time t = 14 s, the first
burst lasting 2 s only causes the data accumulation for the local
computing scheme, while the others are barely affected. After
that, at the time t+ = 30 s, a bigger burst lasting 5 s arrives
and affects all schemes. When dealing with data burst, the
system suddenly turns from the nonblocking to the blocking
state. Other schemes, i.e., the cloud computing, local comput-
ing, and Cloudlet, remain the same task assignment strategy,
which is not suitable for the blocking state since clearing the
accumulated data in the buffer becomes the primary mission.
The MDP scheme adjust the task assignment strategy based
on the queue state, which is hysteretic than the change of data
generation speed. Compared with other schemes, EdgeFlow
determines the optimal task assignment strategy based on the
data generation speed and system state, and thus guarantees the
smallest volume of accumulated data and the shortest recov-
ery time, which reflects that the EdgeFlow system is most
robust among these schemes, especially for the tasks with
heavy loads.

VIII. CONCLUSION

In this paper, we have proposed a multilayer data flow pro-
cessing system EdgeFlow, which consists of the CC, APs,
and the EDs. The EdgeFlow system can provide the low
latency services for the IoT real-time applications via the
integrated utilization of the computing capacity and trans-
mission resource of both CC and edge nodes. The blocking
and nonblocking states have been investigated and the quan-
titive boundary between the two states has been derived in
Proposition 1. In the nonblocking state, the system latency is
minimized, while in the blocking state, the latency is mean-
ingless for the accumulated data and the recovery time of the

system is minimized. The multilayer collaborative task assign-
ment and resource allocation strategies have been proposed
in Algorithms 1 and 2 for both states to achieve the opti-
mal solutions. The implementation of the EdgeFlow system is
based on the USRPs, the Intel NUCs, and the Linux system
for the typical IoT applications, face recognition. Experimental
results have shown that our EdgeFlow system can obviously
reduce the system latency and increase the data processing
rate, especially in the case of high data generation speed. The
system is able to stay in the nonblocking state by the dynamic
task assignment strategy and the resources allocation when
the data generation speed increases, and thus the volume of
accumulated data in the buffer remains small.
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